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Cat Paper Collection

As reported by Cisco, 90% of net traffic will be visual, and indeed, most of the visual data are cat photos and videos. Thus,
understanding, modeling, and synthesizing our feline friends becomes a more and more critical research problem these days,
especially for our cat lovers.

Cat Paper Collection is an academic paper collection that includes computer graphics, computer vision, and machine learning
papers that produce experimental results related to cats. If you would like to add/remove an article, please send an email to
Jun-Yan Zhu (junyanz at cs dot cmu dot edu). We thank all the authors for their contribution and support.

See also GitHub | CSV file
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MASK is All You Need

Vincent Tao Hu, Bjorn Ommer
In arXiv 2024
[Paper] [Project]

MLP & Prediction

x | ZIGMA: A DiT-style Zigzag Mamba Diffusion Model
L e e M| Vincent Tao Hu, Stefan Andreas Baumann, Ming Gui, Olga Grebenkova, Pingchuan Ma,
N S S N N 5
e Johannes Fischer, Bjorn Ommer
Flstten & Linear Projection In ECCV 2024

’ L ii:‘:jﬂ"{;i; [Paper] [Project]

Zero-shot Referring Expression Comprehension via Structural Similarity
Between Images and Captions

Zeyu Han, Fangrui Zhu, Qianru Lao, Huaizu Jiang
In CVPR 2024
[Paper]
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Zhixuan Liu

PhD student at the Robotics
Institute

Advised by Prof. Jean Oh

Interested in generative models

with robotics
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Visual Content Creation

Time

32,000 BC



Visual Content Creation

Sculpture | Painting

1872



Visual Content Creation

Sculpture Painting

1872



Who is creating visual content?

Sculpture Painting Computer Graphics

Time

&

Michelangelo

Claude Monet Paul Cezanne George Lucas  Ang Lee



Who is creating visual content?

100+ visual artists
12 months
S60+ million

’ YN ‘ TIREE .réd & ':/
»’ f Visual Content
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Who is creating visual content?

H omeamovk



Who is creating visual content?
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Kid’s drawing

© Tom'Curtis



Creating Visual Realism Manually

CG office CG office (more details) My advisor’s office,



ics (2000s)

Data-Driven Graph

ieval

Image Retr

Graphics —

Picture from James Hays




Data-Driven Graphics (2000s)

Compositing multiple parts

sunset beach

‘Qseagull
! " {
sailboat sailboat |
wedding kiss
User Input

b S

Database images Output

Sketch2Photo [Tao et al. SIGGRAPH Asia2009]



Data-Driven Graphics (2000s)

- Hard to combine pieces
- No understanding of visual realism 16



Help everyone
easily create visual content

Teach machines

how to create realistic content




Image-to-Image Translation with pix2pix

Labels to Street Scene Labels to Facade BW to Color

input
Day to Night Edges to Photo

7

output output input output

pix2pix [Isola, Zhu, Zhou, Efros. CVPR'2017]



#tedges2cats with pix2pix

INPUT OUTPUT

@gods_tail

//( PIX2piX
= »

lvy Tasi @ivymyt

OUTPUT

edges2cats
TOOL INPUT
IIne!l
eraserO
A pIX2pi
(o

@matthematician

VA TR e A R -l https://affinelayer.com/pixsrv/

Vitaly Vidmirov @vvid




Ga UGAN [Park, Liu, Wang, Zhu. 2019]
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GauGAN result By Darek Zabrocki, Concept Designer and lllustrator



GauGAN result - By Darek Zabrocki, Concept Designer and lllustrator
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Collection Style Transfer

Phot

CycleGAN [Zhu, Park, Isola, Efros. 2017 Cezanne




Monet’s paintings — photographic style

CycleGAN [Zhu, Park, Isola, Efros. 2017] 25



Horse — Zebra
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Failure case
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Failure case
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SDEdit: Guided Image Synthesis with Diffusion

Input User Drawing

Used in Stable Ditfusion Image-to-Image (“img2img’) [Meng et al., ICLR 2022]



SDEdit: Guided Image Synthesis with Diffusion

Text prompt: “A fantasy landscape, trending on artstation”

Used in Stable Ditfusion Image-to-Image (“img2img’) [Meng et al., ICLR 2022]



DIX2pixX-turbo (2024)

INPUT OUTPUT

Video 2x speedup, 0.11 sec/image on A100

[Parmer et al., 2024]



<not ads>






Photoshop 2021 Neural Filters




</not ads>



Custom Stable Diffusion

X S . e o, o o
A moongate in A squirrel in front
the snowy ice of moongate

- IN

A digital illustration V* dog wearing

of a V¥ dog in front sunglasses in front
of a moongate of a moongate

Multi-concept composition

sy S

A Vx dog in a A Vx dog wearing

A photo of a ik Hnp swimming pool sunglasses
User input images Single-concept generation

custom-diffusion [Nupur Kumari et al.,”2022]



FlashTex: Relightable Mesh Texturing

"ECCV 2024]



Sraction

8.0024]



Diffusion?2GAN

"Traditional gondolas lined up "Skiers enjoying the pristine “Russian Blue cat exploring a
along the water, ready to slopes of the Swiss Alps on a garden, surrounded by vibrant
transport visitors.” sunny day.” flowers.”

Distilling Diffusion Models into Conditional GANs [Kang et al., ECCV 2024]



Research Highlights

from other universities & industry labs



Synthesizing High-res Portraits

[Kerras et al., CVPR2020] @ NVIDIA



Everybody Dances Now

Source Video

Source to Terget | Result Sowcotohvgn?ﬂ‘l
Caroline Chan, Shiry Ginosar, Tinghui Zhou, Alexei A. Efros, ICCV 2019. @ UC Berkeley BEE




Neural Talking-Head Synthesis

H.264 Ours Fixed time, changing viewpoints  Novel viewpoint video

N |
.

Original video Compressed videos at the same bit-rate Our re-rendered novel-view results

face-vid2vid: One-Shot Free-View Neural Talking-Head Synthesis for Video Conferencing
Ting-Chun Wang, Arun Mallya, Ming-Yu Liu. CVPR 2021 @ NVIDIA
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NeRF in the Wild

ra' ‘
[Martin-Brualla et al., CVPR 2021] @ Google Research



Text-based Image Editing

“Emma Stone” “Mohawk hairstyle” “Without makeup” “Cute cat” “Lion” “Gothic church”

StyleCLIP [Or Patashnik™®, Zongze Wu*, et al., ICCV 2021]
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Generative Models (2016)
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—
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A toilet seat sits open 1n
the grass field.

IGAN [Zhu et al., ECCV 2016] Text2image [Mansimov et al., ICLR 2016]



Generative Models (2025)

“teddy bears mixing sparkling
chemicals as mad scientists in a
steampunk.style”

Diffusion models
(DALL-E 2, Imagen, SD)

A photograph of, 1

There are racco ng on the seats. One of
them is reading a newspaper. The window shows
the city in the background. [ Parti ]

Autoregressive models
(Image GPT, Parti)

A portrait of a human growing colorful flowers from her hair. Hyperrealistic oil painting. a cute magical flying maltipoo at
Intricate details. speed, fantasy concept art, bokeh,
(GigaGAN, MUSE)

i



Generative Models (2025)
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Generative Models (2025)

—

DreamFusion: Text-to-3D using 2D Diffusion [Poole et al., ICLR 2023] from UC Berkeley/Google



Cave art

32,000 BC

Sculpture

1498

Painting

1872

Computer Graphics
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Chizsel Oil paint Computer/Algorithms Data + Learning

Earth pigments
R e

Computer Graphics
) 2 ‘\ | PRINCIPLES AND PRACTICE
/ | : il . “oley ¢ van Dam o Feiner « Hughes
" . ¢ 3 N

32,000 BC 1498 1872 2012

Course preview

* A modern machine learning perspective
 Widely-used learning algorithms

* |nteractive content creation tools

52



Logistics



Course objectives

1. You will get a foundation in image editing and synthesis.
Texture synthesis and style transfer.

Face modeling and synthesis.

Image colorization and inpainting.

Video generation and editing.

Image-to-image translation.

Image and video editing. (warping, morphing, compositing)
Societal Implications: forensics, copyrights, biases.

O O O O O O O




Course objectives

2. You will get a foundation of machine learning concepts

o (fast) Nearest neighbor search.

o Principal component analysis, Gaussian Mixture model.
Markov Random Field (MRF)

o CNNs and transformers.

o Deep generative models: Auto-encoder, Generative
Adversarial Networks, Flow-based models, Variational
Auto-encoder, Autoregressive Models, Diffusion Models.

o Conditional generative models.
o Neural Radiance Fields (NeRF).



Course Schedule (Tentative)

Date Topics Assignments
Due

M 01/13 | Introduction

W 01/15 | Pointwise Processing and Image Filtering HWO out

M 01/20 | No class (MLK Jr Day)

W 01/22 | Image Warping and Retargeting

M 01/27 | Data-driven Graphics HW1 out

W 01/29 | Convolutional Network for Image Synthesis

M 02/03 | Generative Adversarial Networks (part 1)

W 02/05 | Generative Adversarial Networks (part Il)

M 02/10 | Generative Models Zoo (part I)

W 02/12 | Generative Models Zoo (part Il) HW2 out, HW1

due

M 02/17 | Generative Models Zoo (part IIl)

W 02/19 | Generative Models (student presentation)

M 02/24 | Image-to-Image Translation and Conditional
Generative Models (part |)

W 02/26 | Image-to-Image Translation and Conditional | HW3 out, HW2
Generative Models (part Il) due

M 03/03 | No class (spring break)

W 03/05 | No class (spring break)

M 03/10 | Style and Content, Texture Synthesis

W 03/12 | Text-to-lImage Synthesis

M 03/17 | Conditional Image Synthesis (student HW4 out, HW3
presentation) due

56



W 03/19

Image Editing with Optimization (part 1)

M 03/24 | Image Editing with Optimization (part II) Project
proposal due
W 03/26 | Image Editing (Student presentation)
M 03/31 | 3D-aware Synthesis (part |) HW4 due
HWS out
W 04/02 | 3D-aware Synthesis (part Il)
M 04/07 | 3D Content Creation (student presentation)
W 04/09 | Video Synthesis and Editing (part 1)
M 04/14 | Video Synthesis and Editing (part II) HWS due
W 04/16 | Societal Implications (part 1)
Guest Lecture
M 04/21 | Societal Implications (part Il)
Guest Lecture
W 04/23 | Final project presentation Project Due

(05/01)

57



Course objectives

3. You will have some cool results with your own photos

58



Textbook (optional)

| L H B BN | .
JTEXTS IN COMPUTER SCIENCE I O ECAENEETT BN . HE B
EEENEEEETEEEEEENE EEEEN © BN W§ o
| L | H H EEEEEEEEEEE
EEEE = L ll= ENE EN

Computer Vision E=ﬁ N e
AN . Foundations =~

== of Computer Vision g

|

Antonio Torralba, Phillip Isola, and William T. Freeman

Algorithms and Applications

HEE =

Probabilistic
Machine Learning

Advanced Topics

[

|

Hn
|

| EECEE
EEREN

Richard Szeliski
Kevin P. Murphy

| Springer

https://szeliski.org/Book/ https://probml.qgithub.io/pml- https://mitpress.mit.edu/9780262048972/foun

book/book2.html dations-of-computer-vision/
59



https://szeliski.org/Book/
https://probml.github.io/pml-book/book2.html
https://probml.github.io/pml-book/book2.html
https://mitpress.mit.edu/9780262048972/foundations-of-computer-vision/
https://mitpress.mit.edu/9780262048972/foundations-of-computer-vision/

Grading

Emphasis on programming projects (60%).
— Two Classic assignments: 1. image alignment. 2. image blending
— Deep learning: 3. Generative model training (GANs & Diffusion). 4. neural style transfer.
5. imageediting with GANs & Diffusion.
Late Policy for programming assignments.
— Five (5) emergency late days for semester, to be spent wisely
— 10% of penalty per 24 hours afterwards

Class attendance (5%)
One paper presentation (10%):

— 10-20 min, 2-3 people in a group.

— Need to answer questions about this paper from now on.
Final Project (25%)

— A webpage-based report + a presentation.

— No late day.

— 2-3 people per group.



ssignments and Projec

Assignment #0 - How to submit assignments?l§

Assignment #1 - Colorizing the Prokudin-Gorskii Photo Collection I
Winner: [Chiyuan Fu]
Honorable Mentions: [Seah Shao Xuan] [Junkai Huang] [Zoé Lalena]

Assignment #2 - Gradient Domain Fusion B G
Winner: [Max Grebinskiy] [Zoé LalLena]
Honorable Mentions: [Chiyuan Fu] [Yu-Chen Lin]

Assignment #3 - Cats Generator Playgroundl§ Hi
Winner: [Seah Shao Xuan]
Honorable Mentions: [Aviral Agrawal]

Assignment #4 - Neural Style Transferld i
Winner: [Jing Gao] [Ming Chong Lim]
Honorable Mentions: [Michael Mu]

Assignment #5 - Cats Photo Editing ]
Winner: [Jing Gao]
Honorable Mentions: [Michael Mu] [Benran Hu] [Ming Chong Lim]

Final Projectl§

61



For each assignment

* Derive the math, implement stuff from scratch (+
starter code), and apply it to your own photos

* Every person does their own project (except final)
* Reporting via web page (+ submit code to Canvas)
* Afterwards, vote for class favorite(s)! Gift!
* Programming Language:

— Python and PyTorch

— you can use other languages, but you are on your own



Academic Integrity

Can discuss projects, but don’t share code
Don’t look up code or copy from a friend
If you’re not sure if it’s allowed, ask
Acknowledge any inspirations

If you get stuck, come talk to us



Getting help outside of class

Course Web Page
— https://16726-image-synthesis.github.io/

Discussion board: A

16-726 Learning-Based Image Synthesis

Spring 2024

L]
— P I a Z Z a ‘ O I I l 4 HOME @ SCHEDULE s LECTURES X ASSIGNMENTS E MATERIALS
[ ]

16-726 Learning-Based Image Synthesis /spring 202

Time: Mondays, Wednesdays 9:30 am - 10:50 am ET

Location: NSH 3002

Assignment submission
— Canvas

source

Office hours

This course introduces machine learning methods for image and video synthesis. The objectives of synthesis research vary from
(] modeling statistical distributions of visual data, through realistic picture-perfect recreations of the world in graphics, and all the
— S e e I a Z Z a O St S way to providing interactive tools for artistic expression. Key machine learning algorithms will be presented, ranging from classical
learning methods (e.g., nearest neighbor, PCA, Markov Random Fields) to deep learning models (e.g., ConvNets, deep generative
models, such as GANs, VAEs and Diffusion models). We will also introduce image and video forensics methods for detecting
synthetic content. In this class, students will learn to build practical applications and create new visual effects using their own

photos and videos.

64


https://16726-image-synthesis.github.io/sp24/

Why you should NOT take this class

e Project-based class
— No canned problem sets.
— Not theory-heavy.
— will read many research papers.
— Open-ended by design.
e Need time to think, not just hack
— Creativity is a class requirement.
e Not worth it if you don’t enjoy it.



Now... reasons to take this class

Not too many similar courses at other places.

You get to create pictures and unleash your
creative potential.

Interested in grad school and research? ©
Interested in industry jobs? ©



Become a friend with every pixel!

- Jitendra Malik, UC Berkeley



Thank You!

16-726, Spring 2025
https://learning-image-synthesis.github.io/
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https://learning-image-synthesis.github.io/sp24/

